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**Abstract**

**Background**

Mental health disorders, including depression, anxiety, and stress, are significant global challenges affecting individuals' well-being and daily functioning. This study aims to evaluate the effectiveness of various statistical and machine learning (ML) algorithms in predicting these conditions among university students in Bangladesh to identify the best model for early detection in a resource-limited setting.

**Methods**

Data were collected from 384 students at Bangabandhu Sheikh Mujibur Rahman Science and Technology University, Gopalganj, Bangladesh using stratified random sampling and self-administered questionnaires, including socio-demographic details and the BDASS-21 tool. Statistical and ML algorithms multinomial logistic regression (MLR), random forest (RF), Naïve Bayes (NB), Support Vector Machine (SVM), Gradient Boosting (GB), and K-Nearest Neighbors (KNN) were evaluated for predicting mental health severity, with performance metrics used to determine the most accurate model.

**Results**

The study found that most students experienced moderate levels of depression (30.7%), with high levels of anxiety, where 35.4% reported extremely severe anxiety. Stress levels were predominantly normal (37.5%), with some students experiencing severe stress (21.1%). Among ML models, SVM performed best in predicting depression, anxiety, and stress with high accuracy and balanced performance metrics, while NB showed the poorest performance across most measures. Key predictors of mental health issues included feelings of low self-worth, lack of motivation, and a sense of meaninglessness.

**Conclusion**

The SVM model proved superior in predicting mental health conditions among university students, outperforming other models in accuracy and consistency. KNN, RF, and GB also performed well, but SVM is recommended as the primary tool for mental health prediction, with complementary models enhancing overall prediction accuracy.
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**Introduction**

The World health Organization (WHO) highlights a significant global challenge, with approximately 450 million individuals grappling with mental health issues. Mental health disorders, specifically, rank as the fourth leading cause of the global disease burden and are projected to become the second leading cause by 2020 [1]. Psychological well-being is influenced by the levels of anxiety, depression, and stress.

Depression, a prevalent and severe mental illness, manifests through persistent feelings of sadness and a loss of interest, significantly impacting a person's ability to concentrate on daily tasks, work, and studies. Alarming statistics reveal that one in 15 adult’s experiences depression within a given year, underscoring its pervasive impact and its substantial role in over half of suicide attempts [2].

Anxiety is characterized by a distressing sense of inner turmoil, often accompanied by nervous behaviors such as pacing, physical symptoms, and excessive worrying [3]. Unlike fear, which is a response to an immediate or perceived threat, anxiety can also involve concerns about potential future threats. Factors such a family history of mental health issues, substance misuse, including caffeine, alcohol and poverty are contributors to anxiety [4-5].

Like anxiety and depression, stress is also a significant risk factor for health and well-being. Stress is described as a mental or physical reaction resulting from an individual's interaction with their environment, influenced by their cognitive evaluation of the stimuli [6]. Research has highlighted that stress is a complex phenomenon, varying greatly depending on individual temperament, experiences, situations, and environmental factors [7].

Globally, the prevalence of moderate to severe levels of depression stands at 60.8%, anxiety at 73%, and stress at 62.4% [8-9]. While often overlooked, mental health issues are increasingly posing a significant threat to low- and middle-income countries, including Bangladesh. In Bangladesh, nearly 7 million individuals are affected by depressive and anxiety disorders [10]. In 2012, an estimated 10,167 suicides occurred, and suicide attempts were reported by 4% of boys and 6% of girls among youths aged 13 to 17 [10]. The prevalence rates for depression, anxiety, and stress in Bangladesh have been reported to reach 54.3%, 64.8%, and 59.0%, respectively [11-12]. Therefore, researchers exhibit significant interest in the field of depression testing, employing various assessment methods such as DASS21, DASS42, PHQ-9, HADS, and the widely recognized The DASS21, short for Depression Anxiety Stress Scales, is a widely used self-report questionnaire comprising 21 items designed to assess the severity of depression, anxiety, and stress symptoms. Each domain contains seven items, with respondents rating the frequency or severity of experiences over the past week using a Likert scale. It serves as a standardized and reliable tool for evaluating emotional distress across these three domains, commonly employed in clinical and research settings for screening, monitoring, and aiding in diagnostic evaluation, treatment planning, and outcome assessment [13].

In recent years, researchers have employed machine learning (ML) algorithms to predict and classify anxiety, depression, and stress enhancing our understanding of these issues. A study conducted in India utilized five distinct classification techniques: Decision Tree (DT), Random Forest (RF), Naïve Bayes (NB), Support Vector Machine (SVM), and K-Nearest Neighbors (KNN). Among these methods, NB achieved the highest accuracy [14]. Another study applied various ML algorithms, including Logistic Regression, Catboost, NB, RF, and SVM for classification. The researchers discovered that Catboost achieved the highest accuracy and precision, with rates of 82.6% and 84.1%, respectively [15]. A study in the USA investigated predictors of depression and Post-Traumatic Stress Disorder (PTSD) among Twitter users, employing the Hidden Markov Model (HMM) to identify increased probabilities of PTSD. The analysis revealed that 31.4% of the dataset exhibited signs of depression, while 24% were affected by PTSD [16]. In a separate study, tweets from 135 participants on Amazon Mechanical Turk (MTurk) were analyzed using decision tree classification to assess suicide risk, achieving an impressive prediction accuracy of 92% [17]. Additionally, research conducted in China extracted real-time data from Twitter and used psychiatric stressors to label tweets associated with suicidal behavior. In this study, the Convolutional Neural Network (CNN) outperformed SVM and Extra Trees (ET), achieving a precision of 78% in identifying tweets with suicidal tendencies [18].

This study is focusing on university students, we aim to assess depression, anxiety, and stress diagnosis using multiple ML algorithms. In resource-constrained environments like Bangladesh, where adequate counseling resources are lacking, administrators struggle to evaluate students' mental health effectively. Thus, there's a pressing need for a computerized model capable of identifying students' mental health status. To determine the optimal model, we employed seven statistical and machine learning techniques including Multinomial Logistic Regression (MLR), RF, KNN, SVM, NB, and Gradient Boosting (GB), utilizing data from both male and female students at Bangabandhu Sheikh Mujibur Rahman Science and Technology University (BSMRSTU), a public university in Bangladesh. The DASS-21 categorizes depression, anxiety, and stress into severity levels: normal, mild, moderate, and severe. Performance metrics such as Accuracy, Positive Predictive Value (PPV), Sensitivity, Negative Predictive Value (NPV), Specificity, Prevalence, Detection Rate (DR), Detection Prevalence (DP), and Balanced Accuracy (BA) were computed from confusion matrices to identify the best model for depression, anxiety and stress prediction.

**Methods**

**Data Source and Study Design**

The present cross-sectional study collected primary data from students of BSMRSTU across different academic years and departments using a stratified random sampling technique. A multi-indicator survey was designed to explore various topics related to depression, anxiety, and stress among BSMRSTU students. A sample size of 384 participants was gathered for this purpose. Participation was voluntary, and participants were assured of the confidentiality of their information and individual identity. After obtaining consent, the data collection process commenced. Under the close supervision of the research student and principal investigator, five well-trained graduate students collected the primary data. A training session on data collection procedures was conducted before the face-to-face interviews. Data was collected via a self-administered questionnaire comprising two sections: the first section focused on socio-demographic, socioeconomic, and behavioral traits, while the second section utilized the BDASS-21 tool. The detailed questionnaires are available in the supplementary file’ssection [**Questionnaires**].

**Features**

The study gathered a comprehensive range of socio-demographic information, including age, gender, year of study, faculty of study, CGPA in honors, religion, academic performance, accommodation type (hall, mess/home), permanent residence (urban or rural), family living systems, socioeconomic status (upper, middle, and lower class), relationship status (single, in a relationship, or married), and parents' educational and occupational backgrounds. BSMSTU comprises three Institutes and eight Faculties, including 34 Departments spanning Engineering, Science, Biological Science, Social Science, Humanities, Business Studies, Agriculture, and Law. Data collection included participants from all faculties but excluded institutes as they do not admit undergraduate students. Participants from Agriculture and Law were combined due to their small sample size for statistical analysis. Behavioral factors were also included in the study. Participants were asked whether they smoked cigarettes ("Yes" or "No"), and whether they exercised for at least 20 minutes per day, including activities such as walking, playing sports, games, cycling, or swimming. Following Mamun and Griffiths (2019), participants categorized their daily average sleep time as normal (6-7 hours), short (<6 hours), or long (>7 hours). Additionally, they were questioned about their Internet usage and the number of hours spent studying each week.

**Outcome Variable**

The primary outcome variables in this study were depression, anxiety, and stress, assessed using the 21-item Bangla Depression Anxiety Stress Scale (BDASS-21). The BDASS-21, a short version of the original 42-item scale developed by Lovibond and Lovibond (1995), was a self-report instrument designed to measure the severity of these three mental health conditions [21]. The Bangla version of DASS-21, validated by Alim et al. (2017a, b), Mamun et al. (2019), was utilized [12,19-20]. The scale comprised 21 items divided into three subscales: depression (seven items), anxiety (seven items), and stress (seven items), each rated on a four-point Likert scale ranging from never (0) to always (3). The severity of depression, anxiety, and stress was categorized using the following rating ranges: for depression, normal (0–9), mild (10–13), moderate (14–20), severe (21–27), and extremely severe (28 and above); for anxiety, normal (0–7), mild (8–9), moderate (10–14), severe (15–19), and extremely severe (20 and above); and for stress, normal (0–14), mild (15–18), moderate (19–25), severe (26–33), and extremely severe (34 and above).

**Statistical Techniques**

**Multinomial Logistic Regression**

MLR is almost the same as general LR. The difference is: In Multinomial Logistic Regression, there’s more than two categories of dependent variables. This algorithm is used as a classification method and a generalized form of logistic regression to solve multiclass problems.

**Machine Learning Techniques**

The machine learning algorithms were applied using the R programming language with RStudio version 3.5. These algorithms predicted the proportion of students experiencing depression, anxiety, and stress based on the severity of their symptoms. The study employed several supervised ML algorithms, including MLR, RF, NB, SVM, GB, and KNN, to the collected data for early detection of depression, anxiety, and stress. The goal was to identify the algorithm that most accurately predicted the severity of depression, anxiety, and stress. Here is a summary of each ML algorithm.

**Random Forest**

The RF algorithm features hyperparameters that include the number of trees and the maximum depth of each tree, which influence the evaluation of model interactions and decision-making criteria. It builds multiple decision trees and aggregates their results to achieve more precise and dependable predictions [22].

**Naïve Bayes**

In ML, NB is known as the most straightforward algorithm which uses basically Bayes theorem and simply creates a probabilistic model. But the performance might be slow, and the result also might be less efficient if the size of the data was large [23].

**Support Vector Machine**

SVM is a supervised classification algorithm founded on statistical learning theory. It aims to determine the best decision function by defining a hyperplane that effectively separates two classes. SVM employs four commonly used kernel functions: linear, polynomial, sigmoid, and radial basis function (RBF). In this study, the RBF kernel was utilized [24].

**K-Nearest Neighbors**

KNN, a non-parametric algorithm, is widely used for both classification and regression tasks. Being an instance-based learning method, KNN classifies new instances by comparing them to the most similar examples in the training set, with similarity assessed through distance metrics. The key parameter in KNN is the K value, which denotes the number of nearest neighbors considered. When K is set to 1, the new instance is assigned to the class of its closest neighbor [25].

**Gradient Boosting**

The GB classifier combines multiple weak models in a sequential manner to build new models iteratively. Each subsequent model aims to reduce the loss function. GB employs the gradient descent technique to evaluate the loss function. To prevent overfitting, it is essential to stop boosting at the right time, using specific stopping criteria. These criteria might include setting a maximum number of models or defining a threshold for predictive accuracy [26].

**Performance Measures**

Performance metrics are essential for evaluating the effectiveness of predictive models, particularly in classification tasks. Performance metrics such as Accuracy, PPV, Sensitivity, NPV, Specificity, Prevalence, DR, DP, and BA were calculated to evaluate the ML algorithms.

The performance measurements are calculated using the following equations (1 – 9) from the confusion matrix in **table 1**.

**[Insert Table 1 Here]**

**Table 1:** Confusion Matrices from different ML Algorithms for Depression, Anxiety, and Stress

**Results**

**Descriptive statistics of depression, anxiety and stress among university students**

Among the 384 university students surveyed, the majority exhibited moderate levels of depression (30.7%), followed by normal (24.7%), mild (18.2%), extremely severe (15.9%), and severe (10.4%) levels. Anxiety levels were notably high among the students, with 35.4% experiencing extremely severe anxiety. This was followed by moderate anxiety (26.8%), severe anxiety (15.4%), normal anxiety (15.1%), and mild anxiety (7.3%). In terms of stress, a significant portion of the students reported normal stress levels (37.5%). This was followed by mild (18.5%), severe (21.1%), moderate (17.4%), and extremely severe (5.5%) stress levels [**Table 2**].

**[Insert Table 2 Here]**

**Table 2:** The Distribution of Depression, Anxiety, and Stress among University Students

**Evaluation of different ML model performance for predicting depression among university students**

**Table 3** evaluates the performance of various ML models for predicting depression using different performance measures, including Accuracy, PPV, Sensitivity, NPV, Specificity, Prevalence, DR, DP, and BA. Starting with Accuracy, the SVM model leads with a value of 0.829, followed by KNN at 0.763, indicating their robustness in overall correct predictions. RF and MLR show reasonable performance with accuracies of 0.7105 and 0.6974, respectively, while NB and GB lag behind with accuracies of 0.579 and 0.684.

In terms of PPV, the RF achieves perfect scores (1) in most of its categories, showcasing its reliability in predicting true positive cases. SVM and GB also score 1 in certain categories, reflecting their strength in predicting positive cases correctly. MLR and KNN also show strong PPV values, particularly MLR with a high of 0.936 in category 1, indicating reliable performance. On the other hand, Naïve Bayes performs worst in predicting true positives cases.

Sensitivity, a crucial measure for identifying true positive cases, is highest in SVM, KNN and RF models, which achieve perfect sensitivity value (1) in one category, ensuring all actual positive cases are identified. MLR also performs well with high sensitivity values (above 0.609), ensuring a good detection rate of true positives.

For NPV, which measures the ability to identify true negatives, SVM, KNN, RF, and NB score 1 in one category each, highlighting their efficiency in ruling out non-depressive cases. MLR and GB follow closely with lowest values of 0.830, ensuring reliable identification of negatives.

Specificity, indicating the true negative rate, sees perfect scores (1) in RF and NB in several categories, ensuring accurate identification of non-depressive cases. SVM and GB models also show high specificity values (1), suggesting strong performance in this metric. MLR and KNN also perform well with the lowest value of 0.811.

Analyzing DR, SVM, Random Forest, and MLR display consistent values, suggesting stable model behavior across different categories. GB and KNN also exhibit balanced DR, indicating consistent model performance. On the other hand, NB performs worst in DR.

DP values indicate the proportion of predicted positive cases, with SVM, GB, and MLR models showing balanced performance. Finally, BA, which combines sensitivity and specificity, is highest in SVM at 0.971, followed by KNN (0.956) and RF (0.921), showcasing overall strong model performance. On the other hand, NB performs worst in terms of BA.

[**Table 3**].

**[Insert Table 3 Here]**

**Table 3:** Evaluation of performance measurements from various ML algorithms for Depression

**Evaluation of different ML model performance for predicting Anxiety among university students**

**Table 4** evaluates the performance of various ML models for predicting anxiety using different performance measures. Starting with Accuracy, KNN leads with a value of 0.811, demonstrating its robustness in making correct predictions. The SVM model follows closely with an accuracy of 0.797, indicating strong overall performance. RF and GB show reasonable accuracy with values of 0.716 in both cases, while MLR and NB have lower accuracies, 0.689 and 0.541, respectively, with NB showing particularly poor performance.

In terms of PPV, KNN achieves high values with a maximum of 0.931, reflecting its reliability in predicting true positives. SVM and GB also perform well with high PPV values of 0.926 and 0.92, respectively. RF and MLR also display strong PPV values, though not consistently perfect. In contrast, the NB model shows the least PPV performance in most of the categories.

Sensitivity, crucial for identifying true positive cases, is highest for KNN, which achieves perfect sensitivity (1) in several categories, ensuring it identifies all actual positive cases. SVM also demonstrates high sensitivity values of 0.926. MLR, RF and GB exhibit moderate sensitivity, with RF showing particularly strong performance in detecting anxiety. On the other hand, NB shows the worst sensitivity value of 0 in several categories, reflecting its poor performance in predicting positive cases.

For NPV, which measures the ability to identify true negatives, KNN consistently scores high value (1) in multiple categories, indicating their efficiency in ruling out non-anxiety cases. Like KNN, the rest of the model follows with strong NPV with lowest value of 0.851.

Specificity, reflecting the true negative rate, NB consistently scores high value (1) in multiple categories. KNN models, with perfect scores (1) also performed well. The rest of the models also perform well with the lowest specificity values of 0.851, suggesting the effectiveness in identifying non-anxiety cases.

In DR, MLR and SVM exhibit balanced values, indicating stable performance. RF, KNN and GB also display consistent detection rates, suggesting reliable model behavior across different categories. In contrast, NB performs worst in terms of DR. Like DR, DP values are balanced across GB, and SVM. Finally, BA, which combines sensitivity and specificity, is highest in KNN at 0.976, followed by SVM at 0.942, showcasing overall strong model performance [**Table 4**].

**[Insert Table 4 Here]**

**Table 4:** Evaluation of performance measurements from various ML algorithms for Anxiety

**Evaluation of different ML model performance for predicting stress among university students**

**Table 5** evaluates the performance of various ML models for predicting stress using different performance measures. Starting with accuracy, SVM leads with a value of 0.84, indicating strong overall performance in making correct predictions. KNN follows closely with an accuracy of 0.811, showing robust performance. RF and GB exhibit solid performance with accuracies of 0.773 and 0.8, respectively. MLR and NB have lower accuracies, 0.573 and 0.373, respectively, with NB showing particularly poor performance.

In terms of PPV, GB achieves high values with a maximum of 1.0, reflecting its reliability in predicting true positives. SVM and KNN also perform well, with high PPV values of 0.964 and 0.931, respectively. RF, MLR and GB display strong PPV values. The NB model performs worst in terms of predicting true positives.

Sensitivity, which measures the ability to identify true positive cases, is highest for SVM, RF, KNN and GB achieving perfect sensitivity (1) in several categories. MLR also demonstrates high sensitivity, notably 0.821. Like other metrics, Naïve Bayes performs worst in terms of sensitivity.

For NPV, which measures the ability to identify true negatives, SVM, KNN, GB, and RF consistently score high with perfect value of 1, indicating their efficiency in ruling out non-stress cases. MLR and NB show more variable NPV performance, particularly NB shows worst performance.

Specificity, reflecting the true negative rate, is high across NB, KNN, and GB models, showing perfect scores (1) in multiple categories. The rest of the models also demonstrate strong specificity with the lowest value of 0.839, suggesting effective identification of non-stress cases.

In case of detection rate, SVM exhibits balanced values, indicating stable performance. RF and GB also display consistent DR, suggesting reliable model behavior across different categories. Like NPV and PPV, NB produces the worst performance in terms of DR.

Like DR, DP is balanced across SVM, GB, MLR and RF. Finally, BA, which combines sensitivity and specificity, is highest in RF and GB at 0.992, followed closely by SVM at 0.986, showcasing overall strong model performance [**Table 5**].

**[Insert Table 5 Here]**

**Table 5:** Evaluation of performance measurements from various ML algorithms for Stress

Many variables are used to predict the depression, anxiety and stress severity of a person. Every of them is not equally important at all. Among the variables, some are found to be most responsible for depression, anxiety and stress. These variables are shown in **Figure 1**.

**[Insert Figure 1 Here]**

**Figure 1:** Important variables for depression

The feelings of having nothing to look forward to, of low self-worth, difficulty in finding motivation, absence of positive emotions, lack of enthusiasm, feeling downhearted, and experiencing a sense of meaninglessness in life are significant predictors for depression, anxiety and stress when using the DASS-21 assessment tool **[Figure 1]**.

**Discussion**

University students face a heightened susceptibility to depression and other mental health challenges, leading to potential detrimental effects on both their well-being and academic performance [27-29]. This alarming scenario has prompted an increase in public concern for the mental health of university students, with depression, anxiety and stress emerging as a prominent focus in public health discussions. In response to this growing concern, this study research endeavors to employ various statistical and ML models for the classification and prediction of depression, anxiety and stress among university students in Bangladesh. The application of a multi-class classification technique was employed to assess five distinct severity levels, utilizing the DASS-21 scale.

The findings of this study revealed that the prevalence of moderate to extremely severe levels was 57% for depression, 77.6% for anxiety, and 44% for stress. A study conducted at a university in Bangladesh discovered that the prevalence rates for moderate to extremely severe levels of depression, anxiety, and stress were 52.2%, 58.1%, and 24.9%, respectively [30]. Another study found that the prevalence rates for moderate to extremely severe levels of depression and anxiety were 69.5% and 61%, respectively [31].

In the present investigation, various factors were identified as significant predictors of depression, anxiety and stress among university students. The feelings of having nothing to look forward to, of low self-worth, difficulty in finding motivation, absence of positive emotions, lack of enthusiasm, feeling downhearted, and experiencing a sense of meaninglessness in life are significant predictors for depression. These factors have been identified as significant in accordance with findings from various previous studies [32-33].

Based on the evaluation of various ML models for predicting depression, anxiety, and stress, this study found SVM model consistently demonstrates superior performance across all three conditions. For depression, SVM leads in accuracy (0.8289), sensitivity, NPV, specificity, and balanced accuracy. For anxiety, KNN slightly outperforms SVM in accuracy and balanced accuracy, but SVM still shows strong performance in PPV and sensitivity. In predicting stress, SVM again leads with the highest accuracy and balanced accuracy and exhibits strong PPV and sensitivity. Overall, while KNN performs exceptionally well for anxiety, SVM proves to be the most robust and consistent model across depression, anxiety, and stress, making it the best overall choice for predicting mental health conditions among university students. Other models, Random Forest (RF), and Gradient Boosting also demonstrate commendable performance in predicting depression, anxiety, and stress. However, the MLR model, while showing reasonable performance, often lags in comparison to SVM and KNN in terms of accuracy and balanced accuracy. NB, on the other hand, consistently performs the worst across all conditions, with particularly low accuracy scores, poor sensitivity, and low balanced accuracy, indicating its limited reliability in predicting mental health conditions among university students. Similar findings were reported in a study conducted in India, where RF, DT, SVM, Ada, CatBoost, and Extreme Gradient Boosting (EGB) were utilized to classify the levels of depression, anxiety, and stress into normal, mild, moderate, severe, and extremely severe categories. In their experiments on the dataset, the SVM achieved superior performance for predicting depression, anxiety, and stress, respectively [34]. In a similar study utilizing six supervised ML techniques (KNN, RF, LR, DT, SVM, and NB) on a Kaggle dataset, the models were compared for accuracy and performance in predicting depression. Through 10-fold cross-validation, the study found that SVM outperformed other methods, achieving an accuracy of 83.32% [14]. In a comparable study utilizing GB classifier, RF, LR, and SVM for depression prediction, both SVM and LR proved effective. However, LR demonstrated slightly higher accuracy and quicker execution time compared to SVM [35].

**Recommendation**

Based on the findings of this study, it is recommended that universities implement mental health screening and intervention programs utilizing advanced machine learning models, particularly the SVM, which has demonstrated superior performance in predicting depression, anxiety, and stress. Given the high prevalence rates of these conditions among students, integrating SVM into mental health initiatives can enhance early detection and management. Additionally, focusing on key predictors such as feelings of having nothing to look forward to, low self-worth, difficulty in finding motivation, absence of positive emotions, lack of enthusiasm, feeling downhearted, and a sense of meaninglessness is crucial. Addressing these factors through targeted interventions can significantly improve the effectiveness of mental health support. While SVM proves to be the most robust model, other models like KNN, RF, and GB also show commendable performance and could serve as valuable complementary tools. By incorporating these models and focusing on the identified predictors, universities can develop a comprehensive mental health strategy that ensures timely support and effective intervention for students.

**Conclusion**

The study highlights the superior performance of the SVM model in predicting depression, anxiety, and stress among university students, outperforming other models in accuracy, sensitivity, and balanced accuracy. While KNN excels in predicting anxiety and models like RF and GB show commendable results, SVM remains the most robust and consistent across all conditions. NB consistently underperforms, demonstrating limited effectiveness in accurately predicting mental health conditions. These findings recommend prioritizing SVM for mental health prediction applications, while also considering complementary models to enhance overall prediction accuracy and reliability.
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**Table 1:** Confusion Matrices from different ML Algorithms for Depression, Anxiety, and Stress.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Model** | **Depression** | | | | | | **Anxiety** | | | | | | **Stress** | | | | | |
|
| **Multinomial Logistic Regression** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 15 | 0 | 1 | 0 | 0 | 1 | 5 | 1 | 1 | 0 | 0 | 1 | 23 | 3 | 1 | 1 | 0 |
| 2 | 3 | 10 | 4 | 0 | 0 | 2 | 0 | 3 | 2 | 1 | 0 | 2 | 4 | 6 | 2 | 1 | 0 |
| 3 | 1 | 4 | 14 | 2 | 2 | 3 | 6 | 1 | 12 | 0 | 1 | 3 | 1 | 2 | 7 | 5 | 2 |
| 4 | 0 | 0 | 2 | 6 | 2 | 4 | 0 | 0 | 4 | 8 | 3 | 4 | 0 | 1 | 3 | 5 | 0 |
| 5 | 0 | 0 | 2 | 0 | 8 | 5 | 0 | 0 | 1 | 2 | 23 | 5 | 0 | 2 | 0 | 4 | 2 |
|  | | | | | | |  | | | | | |  | | | | | |
| **Random Forest** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 19 | 6 | 3 | 0 | 0 | 1 | 6 | 1 | 2 | 0 | 0 | 1 | 26 | 6 | 0 | 0 | 0 |
| 2 | 0 | 4 | 0 | 0 | 0 | 2 | 2 | 2 | 0 | 0 | 0 | 2 | 2 | 5 | 1 | 0 | 0 |
| 3 | 0 | 4 | 20 | 6 | 3 | 3 | 2 | 1 | 16 | 2 | 2 | 3 | 0 | 1 | 9 | 1 | 0 |
| 4 | 0 | 0 | 0 | 2 | 0 | 4 | 0 | 0 | 0 | 6 | 2 | 4 | 0 | 2 | 3 | 14 | 0 |
| 5 | 0 | 0 | 0 | 0 | 9 | 5 | 1 | 1 | 2 | 3 | 23 | 5 | 0 | 0 | 0 | 1 | 4 |
|  | | | | | | |  | | | | | |  | | | | | |
| **SVM** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 16 | 1 | 1 | 0 | 0 | 1 | 9 | 2 | 0 | 0 | 0 | 1 | 27 | 1 | 0 | 0 | 0 |
| 2 | 3 | 12 | 2 | 0 | 0 | 2 | 1 | 2 | 3 | 1 | 0 | 2 | 1 | 12 | 4 | 0 | 0 |
| 3 | 0 | 1 | 17 | 0 | 1 | 3 | 1 | 1 | 15 | 0 | 1 | 3 | 0 | 1 | 8 | 2 | 0 |
| 4 | 0 | 0 | 3 | 8 | 1 | 4 | 0 | 0 | 2 | 8 | 1 | 4 | 0 | 0 | 1 | 12 | 0 |
| 5 | 0 | 0 | 0 | 0 | 10 | 5 | 0 | 0 | 0 | 2 | 25 | 5 | 0 | 0 | 0 | 2 | 4 |
|  | | | | | | |  | | | | | |  | | | | | |
| **KNN** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 19 | 5 | 0 | 0 | 0 | 1 | 11 | 2 | 1 | 0 | 0 | 1 | 28 | 10 | 1 | 0 | 0 |
| 2 | 0 | 5 | 1 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 4 | 3 | 0 | 0 |
| 3 | 0 | 4 | 22 | 6 | 0 | 3 | 0 | 3 | 18 | 5 | 0 | 3 | 0 | 0 | 8 | 1 | 0 |
| 4 | 0 | 0 | 0 | 1 | 1 | 4 | 0 | 0 | 1 | 4 | 0 | 4 | 0 | 0 | 1 | 15 | 4 |
| 5 | 0 | 0 | 0 | 1 | 11 | 5 | 0 | 0 | 0 | 2 | 27 | 5 | 0 | 0 | 0 | 0 | 0 |
|  | | | | | | |  | | | | | |  | | | | | |
| **Naïve Bayes** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 19 | 8 | 2 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 28 | 14 | 13 | 16 | 4 |
| 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 |
| 3 | 0 | 6 | 21 | 8 | 8 | 3 | 7 | 3 | 15 | 3 | 2 | 3 | 0 | 0 | 0 | 0 | 0 |
| 4 | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 0 | 0 | 4 | 5 | 4 | 2 | 5 | 8 | 25 | 5 | 0 | 0 | 0 | 0 | 0 |
|  | | | | | | |  | | | | | |  | | | | | |
| **Gradient Boosting** |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |  | 1 | 2 | 3 | 4 | 5 |
| 1 | 17 | 3 | 1 | 0 | 0 | 1 | 7 | 1 | 1 | 0 | 0 | 1 | 28 | 6 | 0 | 1 | 0 |
| 2 | 0 | 6 | 3 | 0 | 0 | 2 | 1 | 2 | 3 | 0 | 0 | 2 | 0 | 8 | 5 | 0 | 0 |
| 3 | 2 | 5 | 15 | 3 | 1 | 3 | 3 | 1 | 14 | 2 | 1 | 3 | 0 | 0 | 6 | 0 | 0 |
| 4 | 0 | 0 | 4 | 5 | 2 | 4 | 0 | 1 | 2 | 7 | 3 | 4 | 0 | 0 | 2 | 14 | 0 |
| 5 | 0 | 0 | 0 | 0 | 9 | 5 | 0 | 0 | 0 | 2 | 23 | 5 | 0 | 0 | 0 | 1 | 4 |

**Table 2:** The Distribution of Depression, Anxiety, and Stress among University Students

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **Level of depression** | | **Level of anxiety** | | **Level of stress** | |
| **Frequency** | **Percent** | **Frequency** | **Percent** | **Frequency** | **Percent** |
| **Normal** | 95 | 24.7 | 58 | 15.1 | 144 | 37.5 |
| **Mild** | 70 | 18.2 | 28 | 7.3 | 71 | 18.5 |
| **Moderate** | 118 | 30.7 | 103 | 26.8 | 67 | 17.4 |
| **Severe** | 40 | 10.4 | 59 | 15.4 | 81 | 21.1 |
| **Extremely severe** | 61 | 15.9 | 136 | 35.4 | 21 | 5.5 |
| **Total** | 384 | 100 | 384 | 100 | 384 | 100 |

**Table 3:** Evaluation of performance measurements from various ML algorithms for Depression

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **Accuracy** | **PPV** | | **Sensitivity** | | **NPV** | | **Specificity** | | **Prevalence** | | **Detection Rate** | | **Detection Prevalence** | | **Balanced Accuracy** | |
|  |
| **Multinomial Logistic Regression** | 0.697 | 1 | 0.938 | 1 | 0.790 | 1 | 0.933 | 1 | 0.983 | 1 | 0.250 | 1 | 0.197 | 1 | 0.211 | 1 | 0.886 |  |
| 2 | 0.588 | 2 | 0.714 | 2 | 0.932 | 2 | 0.887 | 2 | 0.184 | 2 | 0.132 | 2 | 0.224 | 2 | 0.801 |  |
| 3 | 0.609 | 3 | 0.609 | 3 | 0.830 | 3 | 0.830 | 3 | 0.303 | 3 | 0.184 | 3 | 0.303 | 3 | 0.719 |  |
| 4 | 0.600 | 4 | 0.750 | 4 | 0.970 | 4 | 0.941 | 4 | 0.105 | 4 | 0.079 | 4 | 0.132 | 4 | 0.846 |  |
| 5 | 0.800 | 5 | 0.667 | 5 | 0.939 | 5 | 0.969 | 5 | 0.158 | 5 | 0.105 | 5 | 0.132 | 5 | 0.818 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Random Forest** | 0.711 | 1 | 0.679 | 1 | 1.000 | 1 | 1.000 | 1 | 0.842 | 1 | 0.250 | 1 | 0.250 | 1 | 0.368 | 1 | 0.921 |  |
| 2 | 1.000 | 2 | 0.286 | 2 | 0.861 | 2 | 1.000 | 2 | 0.184 | 2 | 0.053 | 2 | 0.053 | 2 | 0.643 |  |
| 3 | 0.755 | 3 | 0.870 | 3 | 0.930 | 3 | 0.755 | 3 | 0.303 | 3 | 0.263 | 3 | 0.434 | 3 | 0.812 |  |
| 4 | 1.000 | 4 | 0.250 | 4 | 0.919 | 4 | 1.000 | 4 | 0.105 | 4 | 0.026 | 4 | 0.026 | 4 | 0.625 |  |
| 5 | 1.000 | 5 | 0.750 | 5 | 0.955 | 5 | 1.000 | 5 | 0.158 | 5 | 0.118 | 5 | 0.118 | 5 | 0.875 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **SVM** | 0.829 | 1 | 0.889 | 1 | 0.842 | 1 | 0.948 | 1 | 0.964 | 1 | 0.250 | 1 | 0.211 | 1 | 0.237 | 1 | 0.904 |  |
| 2 | 0.706 | 2 | 0.857 | 2 | 0.966 | 2 | 0.919 | 2 | 0.184 | 2 | 0.158 | 2 | 0.224 | 2 | 0.888 |  |
| 3 | 0.895 | 3 | 0.739 | 3 | 0.895 | 3 | 0.962 | 3 | 0.303 | 3 | 0.224 | 3 | 0.250 | 3 | 0.851 |  |
| 4 | 0.667 | 4 | 1.000 | 4 | 1.000 | 4 | 0.941 | 4 | 0.105 | 4 | 0.105 | 4 | 0.158 | 4 | 0.971 |  |
| 5 | 1.000 | 5 | 0.833 | 5 | 0.970 | 5 | 1.000 | 5 | 0.158 | 5 | 0.132 | 5 | 0.132 | 5 | 0.917 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **KNN** | 0.763 | 1 | 0.792 | 1 | 1.000 | 1 | 1.000 | 1 | 0.912 | 1 | 0.250 | 1 | 0.250 | 1 | 0.316 | 1 | 0.956 |  |
| 2 | 0.833 | 2 | 0.357 | 2 | 0.871 | 2 | 0.984 | 2 | 0.184 | 2 | 0.066 | 2 | 0.079 | 2 | 0.671 |  |
| 3 | 0.688 | 3 | 0.957 | 3 | 0.977 | 3 | 0.811 | 3 | 0.303 | 3 | 0.290 | 3 | 0.421 | 3 | 0.884 |  |
| 4 | 0.500 | 4 | 0.125 | 4 | 0.905 | 4 | 0.985 | 4 | 0.105 | 4 | 0.013 | 4 | 0.026 | 4 | 0.555 |  |
| 5 | 0.917 | 5 | 0.917 | 5 | 0.984 | 5 | 0.984 | 5 | 0.158 | 5 | 0.145 | 5 | 0.158 | 5 | 0.951 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Naïve Bayes** | 0.579 | 1 | 0.655 | 1 | 1.000 | 1 | 1.000 | 1 | 0.825 | 1 | 0.250 | 1 | 0.250 | 1 | 0.382 | 1 | 0.912 |  |
| 2 | NAN | 2 | 0.000 | 2 | 0.816 | 2 | 1.000 | 2 | 0.184 | 2 | 0.000 | 2 | 0.000 | 2 | 0.500 |  |
| 3 | 0.488 | 3 | 0.913 | 3 | 0.939 | 3 | 0.585 | 3 | 0.303 | 3 | 0.276 | 3 | 0.566 | 3 | 0.749 |  |
| 4 | NAN | 4 | 0.000 | 4 | 0.895 | 4 | 1.000 | 4 | 0.105 | 4 | 0.000 | 4 | 0.000 | 4 | 0.500 |  |
| 5 | 1.000 | 5 | 0.333 | 5 | 0.889 | 5 | 1.000 | 5 | 0.158 | 5 | 0.053 | 5 | 0.053 | 5 | 0.667 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Gradient Boosting** | 0.684 | 1 | 0.810 | 1 | 0.895 | 1 | 0.964 | 1 | 0.930 | 1 | 0.250 | 1 | 0.224 | 1 | 0.276 | 1 | 0.912 |  |
| 2 | 0.667 | 2 | 0.429 | 2 | 0.881 | 2 | 0.952 | 2 | 0.184 | 2 | 0.079 | 2 | 0.118 | 2 | 0.690 |  |
| 3 | 0.577 | 3 | 0.652 | 3 | 0.840 | 3 | 0.793 | 3 | 0.303 | 3 | 0.197 | 3 | 0.342 | 3 | 0.722 |  |
| 4 | 0.455 | 4 | 0.625 | 4 | 0.954 | 4 | 0.912 | 4 | 0.105 | 4 | 0.066 | 4 | 0.145 | 4 | 0.768 |  |
| 5 | 1.000 | 5 | 0.750 | 5 | 0.955 | 5 | 1.000 | 5 | 0.158 | 5 | 0.118 | 5 | 0.118 | 5 | 0.875 |  |

**Table 4:** Evaluation of performance measurements from various ML algorithms for Anxiety

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Model** | **Accuracy** | **PPV** | | **Sensitivity** | | **NPV** | | **Specificity** | | **Prevalence** | | **Detection Rate** | | **Detection Prevalence** | | **Balanced Accuracy** | |
|  |
| **Multinomial Logistic Regression** | 0.689 | 1 | 0.714 | 1 | 0.455 | 1 | 0.911 | 1 | 0.968 | 1 | 0.149 | 1 | 0.068 | 1 | 0.095 | 1 | 0.711 |  |
| 2 | 0.500 | 2 | 0.600 | 2 | 0.971 | 2 | 0.957 | 2 | 0.068 | 2 | 0.041 | 2 | 0.081 | 2 | 0.778 |  |
| 3 | 0.600 | 3 | 0.600 | 3 | 0.852 | 3 | 0.852 | 3 | 0.270 | 3 | 0.162 | 3 | 0.270 | 3 | 0.726 |  |
| 4 | 0.533 | 4 | 0.727 | 4 | 0.949 | 4 | 0.949 | 4 | 0.149 | 4 | 0.108 | 4 | 0.203 | 4 | 0.808 |  |
| 5 | 0.885 | 5 | 0.852 | 5 | 0.917 | 5 | 0.917 | 5 | 0.365 | 5 | 0.311 | 5 | 0.351 | 5 | 0.894 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Random Forest** | 0.716 | 1 | 0.667 | 1 | 0.546 | 1 | 0.923 | 1 | 0.952 | 1 | 0.149 | 1 | 0.081 | 1 | 0.122 | 1 | 0.749 |  |
| 2 | 0.500 | 2 | 0.400 | 2 | 0.957 | 2 | 0.971 | 2 | 0.068 | 2 | 0.027 | 2 | 0.054 | 2 | 0.686 |  |
| 3 | 0.696 | 3 | 0.800 | 3 | 0.922 | 3 | 0.870 | 3 | 0.270 | 3 | 0.216 | 3 | 0.311 | 3 | 0.835 |  |
| 4 | 0.750 | 4 | 0.546 | 4 | 0.924 | 4 | 0.968 | 4 | 0.149 | 4 | 0.081 | 4 | 0.108 | 4 | 0.757 |  |
| 5 | 0.767 | 5 | 0.852 | 5 | 0.909 | 5 | 0.851 | 5 | 0.365 | 5 | 0.311 | 5 | 0.405 | 5 | 0.852 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **SVM** | 0.797 | 1 | 0.818 | 1 | 0.818 | 1 | 0.968 | 1 | 0.968 | 1 | 0.149 | 1 | 0.122 | 1 | 0.149 | 1 | 0.893 |  |
| 2 | 0.286 | 2 | 0.400 | 2 | 0.955 | 2 | 0.928 | 2 | 0.068 | 2 | 0.027 | 2 | 0.095 | 2 | 0.664 |  |
| 3 | 0.833 | 3 | 0.750 | 3 | 0.911 | 3 | 0.944 | 3 | 0.270 | 3 | 0.203 | 3 | 0.243 | 3 | 0.847 |  |
| 4 | 0.727 | 4 | 0.727 | 4 | 0.952 | 4 | 0.952 | 4 | 0.149 | 4 | 0.108 | 4 | 0.149 | 4 | 0.840 |  |
| 5 | 0.926 | 5 | 0.926 | 5 | 0.957 | 5 | 0.957 | 5 | 0.365 | 5 | 0.338 | 5 | 0.365 | 5 | 0.942 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **KNN** | 0.811 | 1 | 0.786 | 1 | 1.000 | 1 | 1.000 | 1 | 0.952 | 1 | 0.149 | 1 | 0.149 | 1 | 0.189 | 1 | 0.976 |  |
| 2 | NAN | 2 | 0.000 | 2 | 0.932 | 2 | 1.000 | 2 | 0.068 | 2 | 0.000 | 2 | 0.000 | 2 | 0.500 |  |
| 3 | 0.692 | 3 | 0.900 | 3 | 0.958 | 3 | 0.852 | 3 | 0.270 | 3 | 0.243 | 3 | 0.351 | 3 | 0.876 |  |
| 4 | 0.800 | 4 | 0.364 | 4 | 0.896 | 4 | 0.984 | 4 | 0.149 | 4 | 0.054 | 4 | 0.068 | 4 | 0.674 |  |
| 5 | 0.931 | 5 | 1.000 | 5 | 1.000 | 5 | 0.957 | 5 | 0.365 | 5 | 0.365 | 5 | 0.392 | 5 | 0.979 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Naïve Bayes** | 0.541 | 1 | NAN | 1 | 0.000 | 1 | 0.851 | 1 | 1.000 | 1 | 0.149 | 1 | 0.000 | 1 | 0.000 | 1 | 0.500 |  |
| 2 | NAN | 2 | 0.000 | 2 | 0.932 | 2 | 1.000 | 2 | 0.068 | 2 | 0.000 | 2 | 0.000 | 2 | 0.500 |  |
| 3 | 0.500 | 3 | 0.750 | 3 | 0.887 | 3 | 0.722 | 3 | 0.270 | 3 | 0.203 | 3 | 0.405 | 3 | 0.736 |  |
| 4 | NAN | 4 | 0.000 | 4 | 0.851 | 4 | 1.000 | 4 | 0.149 | 4 | 0.000 | 4 | 0.000 | 4 | 0.500 |  |
| 5 | 0.568 | 5 | 0.926 | 5 | 0.933 | 5 | 0.596 | 5 | 0.365 | 5 | 0.338 | 5 | 0.595 | 5 | 0.761 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Gradient Boosting** | 0.716 | 1 | 0.778 | 1 | 0.636 | 1 | 0.939 | 1 | 0.968 | 1 | 0.149 | 1 | 0.096 | 1 | 0.122 | 1 | 0.802 |  |
| 2 | 0.333 | 2 | 0.400 | 2 | 0.956 | 2 | 0.942 | 2 | 0.068 | 2 | 0.027 | 2 | 0.081 | 2 | 0.671 |  |
| 3 | 0.667 | 3 | 0.700 | 3 | 0.887 | 3 | 0.870 | 3 | 0.270 | 3 | 0.189 | 3 | 0.284 | 3 | 0.785 |  |
| 4 | 0.539 | 4 | 0.636 | 4 | 0.934 | 4 | 0.905 | 4 | 0.149 | 4 | 0.095 | 4 | 0.176 | 4 | 0.771 |  |
| 5 | 0.920 | 5 | 0.852 | 5 | 0.918 | 5 | 0.957 | 5 | 0.365 | 5 | 0.311 | 5 | 0.338 | 5 | 0.905 |  |

**Table 5:** Evaluation of performance measurements from various ML algorithms for Stress

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Model** | **Accuracy** | **PPV** | | **Sensitivity** | | **NPV** | | **Specificity** | | **Prevalence** | | **Detection Rate** | | **Detection Prevalence** | | **Balanced Accuracy** | |
|  |
| **Multinomial Logistic Regression** | 0.573 | 1 | 0.821 | 1 | 0.821 | 1 | 0.894 | 1 | 0.894 | 1 | 0.373 | 1 | 0.307 | 1 | 0.373 | 1 | 0.858 |  |
| 2 | 0.462 | 2 | 0.429 | 2 | 0.871 | 2 | 0.885 | 2 | 0.187 | 2 | 0.080 | 2 | 0.173 | 2 | 0.657 |  |
| 3 | 0.412 | 3 | 0.539 | 3 | 0.897 | 3 | 0.839 | 3 | 0.173 | 3 | 0.093 | 3 | 0.227 | 3 | 0.689 |  |
| 4 | 0.556 | 4 | 0.313 | 4 | 0.833 | 4 | 0.932 | 4 | 0.213 | 4 | 0.067 | 4 | 0.120 | 4 | 0.622 |  |
| 5 | 0.250 | 5 | 0.500 | 5 | 0.970 | 5 | 0.916 | 5 | 0.053 | 5 | 0.027 | 5 | 0.107 | 5 | 0.708 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Random Forest** | 0.773 | 1 | 0.813 | 1 | 0.929 | 1 | 0.954 | 1 | 0.872 | 1 | 0.373 | 1 | 0.347 | 1 | 0.427 | 1 | 0.901 |  |
| 2 | 0.625 | 2 | 0.357 | 2 | 0.866 | 2 | 0.951 | 2 | 0.187 | 2 | 0.067 | 2 | 0.107 | 2 | 0.653 |  |
| 3 | 0.818 | 3 | 0.692 | 3 | 0.938 | 3 | 0.968 | 3 | 0.173 | 3 | 0.120 | 3 | 0.147 | 3 | 0.830 |  |
| 4 | 0.737 | 4 | 0.875 | 4 | 0.964 | 4 | 0.915 | 4 | 0.213 | 4 | 0.187 | 4 | 0.253 | 4 | 0.895 |  |
| 5 | 0.800 | 5 | 1.000 | 5 | 1.000 | 5 | 0.986 | 5 | 0.053 | 5 | 0.053 | 5 | 0.067 | 5 | 0.992 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **SVM** | 0.840 | 1 | 0.964 | 1 | 0.964 | 1 | 0.979 | 1 | 0.979 | 1 | 0.373 | 1 | 0.360 | 1 | 0.373 | 1 | 0.972 |  |
| 2 | 0.706 | 2 | 0.857 | 2 | 0.966 | 2 | 0.918 | 2 | 0.187 | 2 | 0.160 | 2 | 0.227 | 2 | 0.888 |  |
| 3 | 0.727 | 3 | 0.615 | 3 | 0.922 | 3 | 0.952 | 3 | 0.173 | 3 | 0.107 | 3 | 0.147 | 3 | 0.784 |  |
| 4 | 0.923 | 4 | 0.750 | 4 | 0.936 | 4 | 0.983 | 4 | 0.213 | 4 | 0.160 | 4 | 0.173 | 4 | 0.867 |  |
| 5 | 0.667 | 5 | 1.000 | 5 | 1.000 | 5 | 0.972 | 5 | 0.053 | 5 | 0.053 | 5 | 0.080 | 5 | 0.986 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **KNN** | 0.811 | 1 | 0.786 | 1 | 1.000 | 1 | 1.000 | 1 | 0.952 | 1 | 0.149 | 1 | 0.149 | 1 | 0.189 | 1 | 0.976 |  |
| 2 | NAN | 2 | 0.000 | 2 | 0.932 | 2 | 1.000 | 2 | 0.068 | 2 | 0.000 | 2 | 0.000 | 2 | 0.500 |  |
| 3 | 0.692 | 3 | 0.900 | 3 | 0.958 | 3 | 0.852 | 3 | 0.270 | 3 | 0.243 | 3 | 0.351 | 3 | 0.876 |  |
| 4 | 0.800 | 4 | 0.364 | 4 | 0.896 | 4 | 0.984 | 4 | 0.149 | 4 | 0.054 | 4 | 0.068 | 4 | 0.674 |  |
| 5 | 0.931 | 5 | 1.000 | 5 | 1.000 | 5 | 0.957 | 5 | 0.365 | 5 | 0.365 | 5 | 0.392 | 5 | 0.979 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Naïve Bayes** | 0.373 | 1 | 0.373 | 1 | 1.000 | 1 | NAN | 1 | 0.000 | 1 | 0.373 | 1 | 1.000 | 1 | 1.000 | 1 | 0.500 |  |
| 2 | NAN | 2 | 0.000 | 2 | 0.813 | 2 | 1.000 | 2 | 0.187 | 2 | 0.000 | 2 | 0.000 | 2 | 0.500 |  |
| 3 | NAN | 3 | 0.000 | 3 | 0.827 | 3 | 1.000 | 3 | 0.173 | 3 | 0.000 | 3 | 0.000 | 3 | 0.500 |  |
| 4 | NAN | 4 | 0.000 | 4 | 0.787 | 4 | 1.000 | 4 | 0.213 | 4 | 0.000 | 4 | 0.000 | 4 | 0.500 |  |
| 5 | NAN | 5 | 0.000 | 5 | 0.947 | 5 | 1.000 | 5 | 0.053 | 5 | 0.000 | 5 | 0.000 | 5 | .5.8 |  |
|  | | | | | | | | | | | | | | | | | |  |
| **Gradient Boosting** | 0.800 | 1 | 0.800 | 1 | 1.000 | 1 | 1.000 | 1 | 0.851 | 1 | 0.373 | 1 | 0.373 | 1 | 0.467 | 1 | 0.926 |  |
| 2 | 0.615 | 2 | 0.571 | 2 | 0.903 | 2 | 0.918 | 2 | 0.187 | 2 | 0.107 | 2 | 0.173 | 2 | 0.745 |  |
| 3 | 1.000 | 3 | 0.462 | 3 | 0.899 | 3 | 1.000 | 3 | 0.173 | 3 | 0.080 | 3 | 0.080 | 3 | 0.731 |  |
| 4 | 0.875 | 4 | 0.875 | 4 | 0.966 | 4 | 0.966 | 4 | 0.213 | 4 | 0.187 | 4 | 0.213 | 4 | 0.921 |  |
| 5 | 0.800 | 5 | 1.000 | 5 | 1.000 | 5 | 0.986 | 5 | 0.053 | 5 | 0.053 | 5 | 0.067 | 5 | 0.992 |  |

**Figure 1:** Important variables for depression
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